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#### Abstract

The brightness patterns in two successive image frames are used to recover the motion of a planar object without computing the optical flow as an intermediate step. Based on a least-squares formulation, a set of nine nonlinear equations are derived. A simple iterative scheme for solving these equations is presented. Using a selected example, it is shown that in general, the scheme may converge to cither of two possible solutions depending on the initial condition. Only in the special case where the translational motion vector is perpendicular to the surface does our algorithm converge to a unique solution.


## 1. Introduction

The problem of determining rigid object motion and surface structure from a sequence of image frames has been the topic of many recent research papers in the area of machine vision. Much of the theoretical work has been restricted to using the optical flow, the apparent velocity of brightness patterns in the image Three types of approaches, discrete, differential, and least-squares, have been commonly pursued.

In the discrete approach, information about a finite number of points is used to reconstruct the motion [3,7,1113]. To do this, one has to identify and match feature points in a sequence of images. The minimum number of points required depends on the number of image frames. In the differential approach, one uses the optical flow and its first and second derivatives at a single point $[8,15]$. In the least-squares approach, the optical flow is used at every image point [1,2,16].

In general, to compute the optical flow, one exploits a constraint equation between the optical flow and the image brightness gradients. Locally, the brightness variations in time varying images only provide one constraint on the two components of the optical flow. Therefore, an additional constraint will be required to compute the local flow field. For instance, one may assume that the flow field varies smoothly $[5,6]$, or that it is locally quadratic [15].

In this paper, we restrict ourselves to planar surfaces where only three parameters are needed to specify the surface structure. We determine the motion and surface parameters directly from the image brightness gradients, without having to compute the optical flow as an intermediate step.

## 2. Problem Formulation

Horn and Schunk $\mid 6]$ have derived a constraint equation between the optical flow ( $u, v$ ), the apparent velocity of brightness patterns in the image, and the spatial-temporal gradients of the brightness patterns ( $E_{x}, E_{y}, E_{t}$ ), when the incident illumination is uniform across the surface. This constraint equation is of the form:

$$
\begin{equation*}
E_{x} u+E_{y} v+E_{t}=0 . \tag{1}
\end{equation*}
$$

In oractice. the brightness gradients are estimated from the gray ievels in consecutive image frames using finite difference methods.

Any rigid body motion can be decomposed into translatoonal and rotational compouents. We cas either consider the motion of an object relative to a stationary camera, or equivalently the motion of a camera relative to a stationary object (navigation). In either case, the relative motion between the object and the camera and the object structure are to be determined from sequences of image frames. Let $\mathbf{t}=(U, V, W)^{T}$ and $\omega=(A, B, C)^{T}$ denote the vectors of translational and rotational velocity, respectively ( ${ }^{T}$ denotes the transpose of a vector), and let the point $\mathbf{r}=(x, y, 1)^{T}$ in the image plane be the perspective projection of the point $\mathbf{r}=(X, Y, Z(X, Y))^{T}$ on the rigid object. It can be shown that the optical fow generated in the image plane by the relative motion between the camera and the object is given by[2]:

$$
\begin{align*}
& u=A x y-B\left(x^{2}+1\right)+C y+(-U+x W) / Z \\
& v=A\left(y^{2}+1\right)-B x y \cdot C x+(-V+y W) / Z \tag{2}
\end{align*}
$$

Substituting equations (2) into (1), and simplifying the results, we obtain the brightness change constraint equation for the case of rigid body motion:

$$
\begin{equation*}
c+v \cdot \omega+\frac{1}{Z} \cdot t=0, \tag{3}
\end{equation*}
$$

where $c=E_{h}$, and

$$
\mathrm{v}=\left(\begin{array}{c}
E_{x} x y+E_{y}\left(y^{2}+1\right) \\
-E_{x}\left(x^{2}+1\right)-E_{v} x y \\
E_{x} y-E_{y} x
\end{array}\right), \quad:=\left(\begin{array}{c}
-E_{x} \\
-E_{y} \\
E_{x} x+E_{y} y
\end{array}\right) .
$$

For a planat surface, $(\mathbf{r} \cdot \mathbf{n}) \boldsymbol{Z}=1$, where $\mathbf{n}=(p, q, r)^{T}$ is the normal to the surface. Substituting for $Z$ into equation (3) yielda:

$$
\begin{equation*}
c+v \cdot \boldsymbol{v}+(\mathbf{r} \cdot \mathbf{n})(\mathbf{n} \cdot \mathbf{t})=0 . \tag{4}
\end{equation*}
$$

This is the brightness change constraint equation for a rigid planar object undergoing 3-D motion. We will exploit it to recover the motion and surface parameters.

## 3. Least-Squares Formulation

Given perfect data, only a few points are sufficient to determine the nine unknowns (three components of $w, t$, and $n$ )-or rather, eight, since we can only recover the distance to the plane and the translational velocity up to a scale factor (Equation (4) will remain invariant if $n$ is multiplied by a scale factor and $t$ is divided by the same factor). In practice, this constraint equation will not be satisfied at each image point due to additive sensor noise, quantization of the image brightness levels and finite difference approxaimation used to estimate the brightness gradients. Therefore, a least-squares formulation seems appropriate in developing a robust algorithm.

A suitable choice of surface and motion parameters should minimize some measure of error in equation (4) for every image point. We will formulate the following unconstrained optimization problem:

Find the surface $n$, and motion parameters $w$ and $t$, that minimize the expression:

$$
\begin{equation*}
J=\iint_{0}\left[c+v \cdot \omega+\left.(r \cdot n)(a \cdot t)\right|^{2} d x d y\right. \tag{5}
\end{equation*}
$$

where the integration is performed over the relevant region $\Omega$ of the image plane. Necessary conditions for minimizing equation (5) with respect to $\omega, t$, and $n$ include:

$$
\begin{equation*}
\frac{\partial J}{\partial \omega}=0, \quad \frac{\partial J}{\partial t}=0, \quad \text { and } \quad \frac{\partial J}{\partial \mathrm{n}}=0 . \tag{6}
\end{equation*}
$$

Performing the indicated differentiations in (6) we get:

$$
\begin{array}{r}
\iint_{0}[c+\mathbf{v} \cdot \boldsymbol{w}+(\mathbf{r} \cdot \mathbf{n})(\mathbf{s} \cdot \mathbf{t})] \mathbf{v} d x d y=\mathbf{0} \\
\iint_{0}\{\mathbf{r} \cdot \mathbf{n})[c+\mathbf{v} \cdot \boldsymbol{\omega}+(\mathbf{r} \cdot \mathbf{n})(\mathbf{s} \cdot \mathbf{t})] \mathbf{s} d x d y=\mathbf{0} \\
\iint_{\mathbf{n}}(\mathbf{s} \cdot \mathbf{t})[\mathrm{c}+\mathbf{v} \cdot \boldsymbol{w}+(\mathbf{r} \cdot \mathbf{n})(\mathbf{s} \cdot \mathbf{t})] \mathbf{r} d x d y=\mathbf{0} \tag{7c}
\end{array}
$$

These comprise nine nonlinear simultaneous equations that can be solved for the six motion parameters, $t$ and $\omega_{1}$ and the three surface parameters, $n$.

## 4. An Iterative Solution Procedure

We now present ar iterative solution procedure for solving the nine simultaneous equations defined previously. First, some observations about equations (7) are in order:

1. Equation (7a) is linear in $\omega$, $t$, and $n$.
2. Equation (7b) is linear in $\omega$ and $t$, but quadratic in $n$.
3. Equation (7c) is linear in $\omega$ and $n$, but quadratic in $t$.

Several iterative schemes for solving equations (7) can be considered. The two we have implemented are as follows:

1. Solve the linear equations in (7a) and (7b) for $w$ and $t$ in terms of $n$, and the linear equations in (7c) for $n$ in terns of $\omega$ and $t$ in an iterative procedure.
2. Solve the linear equations in (7a) and (7b) for $\omega$ and $t$ in terms of $n$, and the linear equations in (7a) and (7c) for $\boldsymbol{\omega}$ and n in terms of t in an iterative procedure.

The second scheme involves more computation, but converges faster. We will only describe the first scheme here (sec [10] for more details on both schemes).

Expanding equations (7), collecting terms, and simplifying the results yield:

$$
\left(\begin{array}{ll}
\mathbf{M}_{1} & \mathbf{M}_{2}  \tag{B}\\
\mathbf{M}_{2}^{T} & \mathbf{M}_{4}
\end{array}\right)\binom{\omega}{t}=-\binom{\mathbf{d}_{1}}{\mathbf{d}_{2}}
$$

$$
\begin{equation*}
N n=-\mathbf{g}, \tag{9}
\end{equation*}
$$

where

$$
\begin{gathered}
\mathbf{M}_{1}=\iint_{0}\left(\mathbf{v} \mathbf{v}^{T}\right) d x d y \quad \mathbf{M}_{2}=\iint_{0} \mathbf{n}^{T} \mathbf{r}\left(\mathbf{v} \mathbf{s}^{T}\right) d x d y \\
\mathbf{M}_{4}=\iint_{0} \mathbf{n}^{T}\left(\mathbf{r} \mathbf{r}^{T}\right) \mathbf{n}\left(\mathbf{s s}^{T}\right) d x d y \\
\mathbf{N}=\iint_{0} \mathbf{t}^{T}\left(\mathbf{s a}{ }^{T}\right) \mathbf{t}\left(\mathbf{r} \mathbf{r}^{T}\right) d x d y \\
\mathbf{d}_{1}=\iint_{0} c \mathbf{v} d x d y \quad \mathbf{d}_{2}=\iint_{0} c\left(\mathbf{s r ^ { T }}\right) \mathbf{n} d x d y \\
\mathbf{g}=\iint_{0}\left[c\left(\mathbf{r s}^{T}\right) \mathbf{t}+\mathbf{t}^{T} \mathbf{s}\left(\mathbf{r} \mathbf{v}^{T}\right) \omega\right] d x d y
\end{gathered}
$$

Given the surface parameters $n$, the motion parameters $\omega$ and $t$ can be determined from equation (8). Similarly, given the motion parameters $\omega$ and $t$, equation (9) can $*$ be solved for the surface parameters $n$. Based on these observations, we adopt the following iterative acheme:

1. Start with an initial guess for the surface parameters.
2. Soive the matrix equation (8) for motion parameters.
3. Solve the matrix equation (9) for surface parameters.
4. Evaluate the improvement in the solution to either go to (2) for the next iteration or stop if the solution has not improved.

The solution of equation (8) tor $w$ and $t$ cas be determined analytically, and can be written in many forms. For example, if $\mathbf{M}_{\mathbf{2}}$ is invertible, we have

$$
\begin{gather*}
t=\left(\mathbf{M}_{\mathbf{4}}-\mathbf{M}_{2}^{T} \mathbf{M}_{1}^{-j} \mathbf{M}_{2}\right)^{-1}\left(\mathbf{M}_{2}^{T} \mathbf{M}_{1}^{-1} \mathbf{d}_{1}-\mathbf{d}_{2}\right),  \tag{10a}\\
\omega=-\mathbf{M}_{1}^{-1}\left(\mathbf{d}_{1}+\mathbf{M}_{2} \mathbf{t}\right) \tag{10b}
\end{gather*}
$$

Similarily, the solution of equation (9) is given by:

$$
\begin{equation*}
n=-N^{-1} g \tag{11}
\end{equation*}
$$

Since all arrays in equations (10) and (11) are either $3 \times 3$ matrices or vectors of length 3 , the solutions for $\omega_{1} t$, and n can be determined easily.

## b. Implementation

Let us consider the computations involved during one iteration. Using tensor notation (implicit summation over repeated indeces), we have:

$$
\begin{gather*}
\left\{\mathbf{M}_{1}\right\}_{i j}=\iint_{0} v_{i} v_{j} d x d y\left\{\mathbf{M}_{2}\right\}_{i, j}=\left[\iint_{0} r_{k} v_{i} s_{j} d x d y\right] n_{k} \\
\left\{\mathbf{M}_{4}\right\}_{i, j}=\left[\iint_{0} r_{k} r_{l} \varepsilon_{i} s_{j} d x d y\right] n_{k} n_{l} \\
\{N\}_{k j}=\left[\iint_{0} s_{k} s_{i} r_{i} r_{j} d x d y\right] t_{k} t_{l}  \tag{12}\\
\left\{d_{1}\right\}_{i}=\iint_{0} c v_{i} d x d y \quad\left\{d_{2}\right\}_{i}=\left[\iint_{0} c s_{i} r_{j} d x d y\right] n_{j} \\
\{g\}_{i}=\left[\iint_{0} c r_{i} s_{j} d x d y\right] t_{j}+\left[\iint_{0}^{\left.g_{k} r_{i} v_{j} a x d y\right] t_{k} w_{j}}\right.
\end{gather*}
$$

In the above equations, $\left(c v_{i}\right),\left(v_{i} v_{j}\right),\left(c s_{i} r_{j}\right),\left(r_{k} v_{i} \delta_{j}\right)$, and ( $r_{k} T_{1} s_{1} s_{j}$ ) depend only on $x, y, E_{x}, E_{y}$, and $E_{t}$, and so can be integrated over the image once. Therefore, the updating of the coefficients at each iteration only involves 27 multiplications to compute $\mathbf{M}_{2}, 9$ to compute $d_{2}$, and 42 to compute each of $M_{4}, N$, and $g$ (note that $M_{4}$ and $N$ are symmetric). This gives a total of 162 multiplications per iteration. Further, solving equations (10) and (11) for $\omega$, $t$, and $n$ requires a total of 117 multiplications.

This iterative scheme has been implemented and tested for many cases. We will present a selected example in section 7.

## B. Uniquenest

Our analytical as well as simulation results show (see [10] for proof) that there exists at most two solutions that generate the same optical flow (The existance but not necessarily the uniqueness of a dual solution has been shown in several papers $[4,9,12,14]$ ). The two solutions are related as follown:

$$
\begin{equation*}
\mathbf{n}^{\prime}=k \mathbf{t}, \quad \mathbf{t}^{\prime}=k^{-1} \mathbf{n}, \quad \text { and } \quad \omega^{\prime}=\omega+\mathbf{n} \times \mathbf{t}, \tag{13}
\end{equation*}
$$

where $k$ is any arbitrary constant chosen to scale the surface and translational motion parameters. Note that whon the translational motion is perpendicular to the planar surface, a unique solution is obtained. Further, when the component of translational motion aiong the line of sigint (Z-axis) is zero, the planar surface for the dual solution is
parallel to the line of sight. In this case, the dual solution can be viewed as a degenerate one.

## 7. Experimental results

In the following example, we will demonstrate the sensitivity of the scheme to the initial condition. The image brightness function was generated using a multiplicative sinusoidal pattern (one that varies sinusoidally in both $x$ and $y$ directions), a $45^{\circ}$ field of view was assumed, and the brightness gradients were computed analytically to avoid errors due to quantization and finite differencing of brightness values (In practice, the brightness values in two image frames are discretized first, and are then used to compute the brightness gradients using finite difference methods). Table 1 shows the results of two tests using different initial conditions. In each case, the algorithm converges to one of the two possible (true or dual) solutions. The results show that the error in each parameter after less than 30 iterations is within $10 \%$ of the true value.

In similar tests, with various motion and surface parameters, accurate results have been obtained in less than 40 iterations with a variety of initial conditions. More importantly, the algorithm eventually converged to one of the two possible solutions. The results have not been as satisfactory for the particular case where the translational motion component is (almost) perpendicular to the planar surface (The solution is unique in this case). In these cases, several hundred iterations were required to achieve reasonable accuracy. It appears that the behavior resembles that observed when the Newton-Raphson method is applied to a problem where two roots are very close to one another.

## 8. Summary

The problem of recovering the orientation of a planar surface and its motion from a sequence of images was investigated and formulated as one of unconstrained optimisation. Using conditions for optimality, the problem was reduced to solving a set of nine nonlinear algebraic equations and an implemented procedure based on an iterative scheme for solving these equations was presented. Through a selected example, it was shown that the algorithm could converge to either of two possible solutions (or the only solution when the translational motion vector is perpendicular to the surface). In practice, once a solution is obtained, the dual solution can be computed from equation (13). In several other cases tested, solutions with good accuracy have been obtained after 10-40 iterations.
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Table 1. Test Results for a Selected Example


10 . $00531.001060-.01010-.00009-.00284 .01301 .35524 .1953$ 15 . 00429. .00178 -.01008-.000015..00384.01291 .27C23.2742 $20 \quad .00353 .00197-.010020 .001024 .00454 .01270 .23725 .3448$ $25 \quad .01318 .00117 \cdot .010004 .000138 .00485 .01257 .21718 .3814$ 30 . $00305.001007-.010000400045-00405.01252 .20755 .3945$ 35 . $10802.0010: .010000 .00048 .00499 .01850 .20323 .3984$
$40 \quad .00300 .00101-.010100 .00049 .00500 .01250 .20137 .3996$ 45 . $00200.00101-010000.100350 .00500 .01250 .20058 .3990$ 50 . $103030.00100-.0100100 .001050 .00500 .01250 .20024 .4000$ 55 . $00300.00100-.010000 .00050 .06500 .01250 .24010 .4000$
Initial Gueat $\quad p=-10 f \quad q=-5 \quad r=1$

| Itr | $A$ | $B$ | $C$ | $U$ | $V$ | $W$ | $P$ | $q$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$10 \quad .01302-.00120-.01118 .00260 .00503 .01247 .01941-.4021$ 15 . $01399-.00108-.01119 .00256 .00500 .01249 .03220-.3992$ $20 \quad .01299-.0010 ; 3-.01120 .06253$. $005000.01250 .03092-.3993$ 25 . $01300-.00101-.01120 .60251 .005000 .01250 .03876-.3996$ 30 . $01300-.00101-.01120 .00250 .010500 .01250 .03950-.3998$ 35 . $01300-.00100-.01120 .00250 .00500 .01250 .03980-.3099$ $40 \quad .01300 \cdot .00100-03120.00250 .00500 .01250 .03992-.4000$ 45 . $41300-.00100-.01120 .00250 .00500 .01260 .03997 \cdot .4000$
$50 \quad .01300-.00100-.01220 .00250 .005000 .01250 .03900-.4000$
Note ihat withont loss of gencrality. we liave set $r=1$, bince the distance to the plane and the transiational motion component can ouly be recoverced up to a scale factor.
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