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Abstract: The brightness patterns in two successive im
age frames are used to recover the motion of a planar ob
ject without computing the optical flow as an intermediate 
step. Based on a least-squares formulation, a set of nine 
nonlinear equations are derived. A simple iterative scheme 
for solving these equations is presented. Using a selected 
example, it is shown that in general, the scheme may con
verge to cither of two possible solutions depending on the 
initial condition. Only in the special case where the trans-
lational motion vector is perpendicular to the surface does 
our algorithm converge to a unique solution. 

1. Introduction 

The problem of determining rigid object motion and sur
face structure from a sequence of image frames has been 
the topic of many recent research papers in the area of 
machine vision. Much of the theoretical work has been 
restricted to using the optical flow, the apparent veloc
ity of brightness patterns in the image Three types of 
approaches, discrete, differential, and least-squares, have 
been commonly pursued. 

In the discrete approach, information about a finite 
number of points is used to reconstruct the motion [3,7,11-
13]. To do this, one has to identify and match feature 
points in a sequence of images. The minimum number of 
points required depends on the number of image frames. 
In the differential approach, one uses the optical flow and 
its first and second derivatives at a single point [8,15]. In 
the least-squares approach, the optical flow is used at every 
image point [1,2,16]. 

In general, to compute the optical flow, one exploits a 
constraint equation between the optical flow and the image 
brightness gradients. Locally, the brightness variations in 
time varying images only provide one constraint on the two 
components of the optical flow. Therefore, an additional 
constraint will be required to compute the local flow field. 
For instance, one may assume that the flow field varies 
smoothly [5,6], or that it is locally quadratic [15]. 

In this paper, we restrict ourselves to planar surfaces 
where only three parameters are needed to specify the 
surface structure. We determine the motion and surface 
parameters directly from the image brightness gradients, 
without having to compute the optical flow as an interme
diate step. 
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3. Least-Squares Formulation 

Given perfect data, only a few points are sufficient to de-
termine the nine unknowns (three components of w, t, and 
n)—or rather, eight, since we can only recover the distance 
to the plane and the translational velocity up to a scale fac
tor (Equation (4) will remain invariant if n is multiplied 
by a scale factor and t is divided by the same factor). 
In practice, this constraint equation will not be satisfied 
at each image point due to additive sensor noise, quanti
zation of the image brightness levels and finite difference 
approxaimation used to estimate the brightness gradients. 
Therefore, a least-squares formulation seems appropriate 
in developing a robust algorithm. 

A suitable choice of surface and motion parameters 
should minimize some measure of error in equation (4) 
for every image point. We will formulate the following 
unconstrained optimization problem: 

Find the surface n, and motion parameters w and t, that 
minimize the expression: 
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parallel to the line of sight. In this case, the dual solution 
can be viewed as a degenerate one. 

7. Experimental results 

In the following example, we will demonstrate the sensi
tivity of the scheme to the initial condition. The image 
brightness function was generated using a multiplicative 
sinusoidal pattern (one that varies sinusoidally in both x 
and y directions), a 45° field of view was assumed, and the 
brightness gradients were computed analytically to avoid 
errors due to quantization and finite differencing of bright
ness values (In practice, the brightness values in two image 
frames are discretized first, and are then used to compute 
the brightness gradients using finite difference methods). 
Table 1 shows the results of two tests using different initial 
conditions. In each case, the algorithm converges to one 
of the two possible (true or dual) solutions. The results 
show that the error in each parameter after less than 30 
iterations is within 10% of the true value. 

In similar tests, with various motion and surface pa
rameters, accurate results have been obtained in less than 
40 iterations with a variety of initial conditions. More im
portantly, the algorithm eventually converged to one of 
the two possible solutions. The results have not been as 
satisfactory for the particular case where the translational 
motion component is (almost) perpendicular to the planar 
surface (The solution is unique in this case). In these cases, 
several hundred iterations were required to achieve reason
able accuracy. It appears that the behavior resembles that 
observed when the Newton-Raphson method is applied to 
a problem where two roots are very close to one another. 

8. Summary 

The problem of recovering the orientation of a planar sur
face and its motion from a sequence of images was inves
tigated and formulated as one of unconstrained optimisa
tion. Using conditions for optimality, the problem was 
reduced to solving a set of nine nonlinear algebraic equa
tions and an implemented procedure based on an iterative 
scheme for solving these equations was presented. Through 
a selected example, it was shown that the algorithm could 
converge to either of two possible solutions (or the only so
lution when the translational motion vector is perpendicu
lar to the surface). In practice, once a solution is obtained, 
the dual solution can be computed from equation (13). In 
several other cases tested, solutions with good accuracy 
have been obtained after 10-40 iterations. 
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