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Abstract. A number of image analysis tasks can benefit from regis trat ion of 
the image with a model of the surface being imaged. Automatic navigation using 
visible l igh t  or radar images requires exact alignment of such images with 
digi ta l  terrain models. I n  addition, automatic classif icat ion of te r ra in ,  
using sate1 1 i  t e  imagery, requires such a1 ignment to  deal correctly with the 
effects  of varying sun angle and surface slope. Even inspection techniques 
for  certain industrial  parts may be improved by th i s  means. 

We achieve the required alignment by matching the real image with the synthetic 
image obtained from a surface model and known positions of the l igh t  sources. 
The synthetic image intensi ty  i s  calculated using the reflectance map, a con- 
venient way of describing the surface reflection as a function of surface 
gradient. We i l l u s t r a t e  the technique using LANDSAT images and digi ta l  terrain 
models. 
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1. Motivation. 

Interesting and useful new image analysis methods may be developed 

registered image in tens i ty  and surface slope information i s  available.  

Automatic change detection, fo r  example, seems unattainable without an 

a b i l i t y  to  deal with variations of appearance with changes in the sun 's  

position. In turn, these variations can be understood only in terms of 

surface topography and reflectance models. Similarly, human cartographers 

consult both aer ial  photographs and topographic maps of a region to  estab- 
- 

lish the location of streamlines. Automatic analysis of e i the r  of these 

information sources alone i s  unlikely to  lead to  robust methods fo r  per- 

forming th i s  task. 

.Accurate alignment of images with surface models i s  therefore an i m -  

portant prerequisite f o r  many image understanding tasks. We describe here 

an automatic method of potentially high accuracy t h a t  does not depend on 

feature extraction or other sophisticated image analysis methods. Instead, 

a l l  t h a t  i s  required i s  careful matching of the real with a synthetic image. 

Because th i s  i s  an area-based process, i t  has the potential f o r  sub-pixel 

accuracy -- accuracy not a t ta inable  with techniques dependent on alignment 

of l i nea r  features such as edges or  curves. The method i s  i l l u s t r a t ed  by 

registering LANDSAT images with d ig i ta l  terrain models. 



2. POSSIBLE APPROACHES. 

One way t o  align a real image with a surface mode1 might be through 

the use of a reference image obtained under controlled conditions. New 

images could then be matched against the reference image to  achieve align- 

ment. Unfortunately, the appearance of a surface depends quite dramatically 

on the position of the l i g h t  source (as seen in f igure 1 ,  for  example), so 

tha t  t h i s  method works only for  a limited daily interval for  a limited num- 

ber of days each year 111. T h i s  problem disappears when one uses synthetic - 

images, since the position of the source can be taken into account. 

A more sophisticated process would not match images d i rec t ly ,  b u t  f i r s t  

perform a feature extraction process on the real image and then match these 

f ea t i r e s  with those found in the reference image. One f inds ,  however, tha t  

d i f fe rent  features  will be seen when lighting changes: fo r  example, ridges 
"k%. 

and valleys parallel  t o  the illumination direction tend to  disappear (see 

f igure  1 again). In addition, the apparent position of a feature as well as 

i t s  shape may depend somewhat on illumination. More serious may be the pres- 

ent  f e a L r e  exti.act,:ori schemes' ~o~nputat ional  cost and : ack of robustness. 

Finally,  we should note that  the accuracy obtained by matching l inear  features  

is  l ike ly  t o  be lower than t h a t  obtainable with a method based on an aer ial  

match. 

One might next consider calculating the shape of the surface from i n -  

t ens i t i e s  in the image [2]. This, however, i s  computationally expensive and 

not l i ke ly  t o  be very accurate i n  view of t h e  variation i n  the nature of sur- 

face cover. A more accurate method, estimating t h e  local gradient u s i n g  

s imilar  methods 131 and then matching these with gradients stored i n  the 

~ b l ,  t e r ra in  model, s t i l l  involves a great deal 0.f computation. 



The method chosen here depends instead on matching the real image with 
f'- 

a synthetic image produced from the terrain model. The s imi lar i ty  of the 

two images depends in part  upon how closely the assumed reflectance matches 

the real one. For mountainous te r ra in  and for  images taken w i t h  low sun 

elevations,  ra ther  simple assumptions about the reflectance properties of 

the surface gave very good resul ts .  Since a l l  LANDSAT images are taken a t  

about 9:30 local solar  time, the sun elevations in t h i s  case are  f a i r l y  small 

and image regis t rat ion fo r  a l l  b u t  f l a t  t e r ra in  i s  straightforward. 
. - 

This implies that  LANDSAT images are actually not optimal for  automatic 

te r ra in  c lass i f ica t ion ,  since the intensi ty  fluctuations due to  varying sur- 

face gradients often swamp the intensi ty  fluctuations due t o  variations in 

surface cover. An important application of our technique in f ac t  i s  the 

removal of the,intensi ty  fluctuations due t o  variations i n  surface gradient 

-. from s a t e l l i t e  images in order to  f a c i l i t a t e  the automatic c lass i f ica t ion  

of terrain.  To do t h i s ,  we must model the way the surface re f lec ts  l i gh t .  



3 .  THE REFLECTAriCE MAP. 

Work on image understanding has led to  a need to  model the image-forma- 

tion process. One aspect of t h i s  concerns the geometry of projection, that  

i s ,  the relationship between the position of a point and the coordinates of 

i t s  image. Less well understood i s  the problem of determining image inten- 

s i t i e s ,  which requires modelling of the way surfaces r e f l ec t  l igh t .  For a 

par t icular  k i n d  of surface and a par t icular  placement of 1 ight sources, 

surface reflectance can be plotted as a function of surface gradient (mag- 

ni tude and direction of slope). The r e su l t  i s  cal led a reflectance = 
and i s  usually presented as a contour map of constant reflectance in gradient 

space [3]. 

.one use o f  the reflectance map i s  in the determination of surface shape 

from in tens i t ies  [ Z ]  in a s ingle  image; here, however, i t  will be employed 

only i n  order t o  generate synthetic images from dig i ta l  te r ra in  models. 



4. DIGITAL TERRAIN MODELS. 

Work on computer-based methods f o r  cartography, prediction of s 

ing radar imagery f o r  f l igh t - s imula tors ,  automatic hill-shading and machines 

t h a t  analyze s te reo  ae r i a l  photography has led to  the development of d i g i t a l  

t e r r a i n  models. These models a r e  usually i n  the  form of an array of t e r r a i n  

e levat ions ,  z i j ,  on a square gr id .  

Data used f o r  t h i s  paper 's  i l l u s t r a t i o n s  was entered i n to  a computer 

a f t e r  manual in terpola t ion from a contour map and has been used previously 

i n  work on automatic hil l-shading [4 ,  51. I t  cons i s t s  of an array of 

175 x 240 elevat ions  on a 100-meter g r id  corresponding t o  a 17.5 km by 

24 km region of Switzerland lying between 7'1' East t o  7'75' East and 46O8.5' 

Nortti t o  46O21.5' North. The ver t i ca l  quantization i s  10 meters, and e le -  

vat ibns  range from 410 meters ( i n  the  Rhone val ley)  t o  3210 meters (on the  

Sommet des Diablerets .  The topographic maps used i n  the  generation of the  

data a r e  "Les Diablerets" (No. 1285) and "Dent de Morcles" (No. 1305), both 

on a 1 :25 000 sca le  [6]. Extensive data ed i t ing  was necessary t o  remove 

er, try erraors; cone minor d i s t c r t i ons  of €1 ~ v a t ' o n s  may have resul ted.  

Manually-entered models of two regions i n  Canada have a l s o  been used 

[5, 7 3 .  Another data s e t ,  covering a region of Cal i fornia ,  was produced by 

a d i g i t a l  s imulator of a proposed automatic s te reo  scanner. ( O u t p u t  of two 

experimental automatic s te reo  scanners,  one b u i l t  a t  ETL [8] and one b u i l t  

a t  RADC [9], could not be obtained.)  

The United S ta tes  Geological Survey [I 01 suppl i  e s  d i g i t a l  t e r r a i n  model s 

on magnetic tape,  each covering one square degree of the  United S t a t e s ,  with 

a gr id  spacing of about 208 f e e t  (63.5 m ) .  These models apparently were pro- 

duced by in terpola t ion from hand-traced contours on ex i s t ing  topographic maps 



of the 1:250 000 ser ies .  Interpolation t o  a resolution of -01 inch (0.254 

mm) on the  original maps f i l l s  i n  elevations between the contours spaced 

200 f e e t  (60.96 m )  ver t ical ly .  The f inal  r e su l t  i s  smoothed and "generalized" 

t o  a considerable extent;  nevertheless, 

surface models available to  the  public. 

th is  i s  the most p ro l i f i c  source 



5. THE GRADIENT.  

A gradient has two components, namely the surface slope along two mu- 

tua l ly  perpendicular directions.  I f  the surface height, z ,  i s  expressed as 

a function of two coordinates x and y ,  we define the two components, p and 

q ,  of the gradient as the partial  derivatives of z with respect t o  x and 

y respectively. I n  par t icular ,  a Cartesian coordinate system i s  erected 

with the x-axis pointing eas t ,  the y-axis north and the z-axis up. Then, p 

i s  the slope of the surface i n  the west-to-east direction, while q i s  the 

slope in the south-to-north direction: 

One can estimate the gradient from the d ig i ta l  te r ra in  model using 

f i r s t  differences,  

where A i s  the 

f o r  estimating 

grid-spacing. More sophisticated schemes are  possi b1 e [5] 

the surface gradient, b u t  a re  unnecessary. 



6. POSITION OF THE LIGHT SOURCES. - 

In order t o  be able  t o  ca lcu la te  the ref lectance map, i t  i s  necessary 

t o  know the location of the l i g h t  source. In our case the  primary source i s  

the  sun, and i t s  location can be determined e a s i l y  by using t ab l e s  intended 

f o r  c e l e s t i a l  navigation [I 1 , 12, 131 or  by straightforward computations 

[14, 15, 16, 173. In e i t h e r  case,  given the  date and time, the  azimuth ( a )  

and the  elevation ( 4 )  of the  sun can be found. Here, azimuth i s  measured 

clockwise from North, while e levat ion i s  simply the  angle between the  s u n  

and the  horizon (see  f igure  2 ) .  Now one can e r e c t  a un i t  vector a t  the  or igin  

of  the  coordinate system pointing a t  the  l i g h t  source, 

F*. Since a surface element w i t h  gradient  (p,q) has a normal vector n = ( - p ,  - q ,  I ) ,  

we can iden t i fy  a pa r t i cu l a r  surface element t h a t  happens t o  be perpendicular 

t o  the  d i rec t ion  towards t he  l i g h t  source. Such a surface element wi l l  have 

a surface  normal nS = (-pS, -qS, 1 ) '  where pS = s i n ( e )  c o t ( + )  and qS = 

cos(e)  co t (+ ) .  Ue can use the  gradient  (pS,  q s )  as  an a l t e rna t e  means of 

specifying t he  posit ion of the source. 

In work on automatic hil l-shading,  f o r  example, one uses ps = -0.707 

and qS = 0.707 t o  agree with standard cartographic conventions which require  

t h a t  the  l i g h t  source be in  the  North-west a t  45" e levat ion (a = (7/4)n,  



7. REFLECTANCE AS A FUNCTION OF THE GRADIENT. 

Reflectance of a surface can be expressed as a function of the incident 

angle ( i ) ,  the emittance angle (e )  and the phase angle ( g )  (see f igure 3) .  

He use a simple, ideal ized reflectance model for  the surface material , 

This reflectance function models a surface which, as a perfect d i f fuser ,  

appears equally bright from a l l  viewing directions.  Here, p i s  an "albedo" 

fac tor  and the cosine of the incident angle simply accounts fo r  the fore- 

shortening of the surface element as seen from the source. More sophisti-  

cated models of surface reflectance are possible [3], b u t  a re  unnecessary 

f o r  t h i s  application. 

The incident angle i s  the angle between the local normal (-p, -q, 1 ) and 

. the direction to  the l i g h t  source (-pS, -qS,  1 ) .  The cosine of th i s  angle 

can then be found by taking the dot-product of the corresponding uni t  vectors, 

Another reflectance function, similar to  tha t  of materials in the maria 

of the moon and rocky planets [ 2 ,  181, i s  a l i t t l e  eas ie r  t o  calculate:  



This reflectance function models a surface which ref lec ts  equal amounts of  

l i gh t  in a l l  directions.  For small slopes and low sun elevations, i t  i s  very  

2 2 much l ike  the f i r s t  one, since then ( 1  + p + q ) will be near unity. Both 

functions were t r i ed  and both produce good alignment -- in f a c t ,  i t  i s  d i f f i -  

c u l t  t o  distinguish synthetic images produced using these two ref1 ectance 
- 

functions. 



8. SYNTHETIC IfvlAGES. 

Given the projection equations tha t  re la te  points on the objects to  images 

of said points, and given a te r ra in  model allowing calculation of surface 

gradient, i t  i s  possible t o  predict how an image would look under given i1- 

luminating conditions, provided the reflectance map i s  available. Me assume 

simple orthographic projection here as appropriate for  a d is tan t  spacecraft 

looking ver t ica l ly  down wi t h  a narrow' angle of view. Perspective projection 

would require a few minor changes in the algorithm. 

The process of producing the synthetic image i s  simple. An estimate 

of the gradient i s  made f o r  each point i n  the digi ta'l t e r r a in  model by 

considering neighboring elevations. The gradient 's  components, p and q ,  are  

then used t o  look up  or calculate the expected reflectance. An appropriate 

64 
in tens i ty  i s  placed in the image a t  the point determined by the projection 

equation. A11 computations a re  simple and local ,  and the work grows l inear ly  

with the number of picture ce l l s  in the synthetic image. 

Sample synthetic images are  shown in figure 1. The two images are  of 

the same region with differences in assumed location of the l igh t  source. 

I n  f igure 2a the sun i s  a t  an elevation of 34" and azimuth of 153", corres- 

ponding t o  i t s  t rue position a t  9:52 G.M.T., 1972/0ct/9, while fo r  figure 

2b i t  was a t  an elevation of 28' and an azimuth of 223", corresponding t o  i t s  

position a t  13:48 G.M.T. l a t e r  on the same day. The corresponding reflectance 

maps are  shown in figure 4.  

Reflectance maps for  the simpler reflectance function mp(p , q )  under the 

same circumstances are shown in f igure 5. Note tha t  near the origin there 

i s  very l i t t l e  difference between el(p,q)  and m2(p,q). Since most surface 

elements i n  t h i s  te r ra in  model have slopes less  than 1 / n ,  as shown in the 



scattergram (see figure 6 ) ,  synthetic images produced using these two re- 

flectance maps are  simi l a r .  

Since the elevation data i s  typically rather  coarsely quantized as a 

r e su l t  of the fixed contour intervals  on the base map, p and q usually take 

on only a few discrete  values. In th i s  case, i t  i s  convenient to  establ ish 

a lookup table f o r  the reflectance map by simply precalculating the ref lec-  

tance for  these val ues. Models w i t h  arbi t r a r i  ly  complex ref1 ectance func- 

t ions can then be eas i ly  accomodated as can reflectance functions determined 

experimentally and known only for  a discrete  s e t  of surface orientations.  

Since the real image was somewhat smoothed i n  the process of being re- 

produced and d ig i t ized ,  we found i t  advantageous to  perform a s imilar  smooth- 

ing gperation of the synthetic images so that  the resolution of the two 

approximately matched. A1 ignment of real and synthetic images was, however, 

S% not dependent on t h i s  refinement. 



9. .THE R E A L  IMAGE. 

The image used for  th i s  paper's i l l u s t r a t ions  i s  a portion of a LANDSAT 

[ I ,  191 image acquired about 9:52 G . M . T .  1972/0ct/9 (ERTS-1 1078-09555). We 

used channel 6 (near infra-red, .7u to  . 8 p ) ,  although a l l  four channels 

(4 ,  5 ,  6 ,  & 7) appeared sui table  -- with channel 4 (green, .5u to .6u) 

being most sensi t ive t o  water in the a i r  column between the s a t e l l i t e  and 

the ground, and channel 7 best a t  penetrating even thin layers of clouds and 

snow. Figure 7 compares an enlargement of the original transparency with 

the synthetic image generated from the terrain model. 

A slow-scan vidicon camera (Spatial Data Systems 108) was used to  digi-  

t i z e  the posit ive transparency of 1:l  000 000 scale. Individual picture 

ce l l  J were about . l  mrn on a s ide in order to  match roughly the resolution 

o f  the synthetic image data. In recent work, we used a more accurate version 

digi t ized on a drum-scanner (Optronics Photoscan 1000), again with a . l  mm 

resolution on the film. Note tha t  the "footprint" of a LANDSAT picture 

ce l l  i s  about 79 x 79 meters [ I ] ,  compatible with the resolution o f  typical 

d ; ~ i t a l  te r ra in  models. The digit ized in.age u s 4  for  the i l l u ~ t r a t i o n s  i.1 

t h i s  paper i s  o f  lower resolution, however, due to  l imitations of the optics 

and electron-optics of the d ig i t iz ing  system. In future studies we intend 

to  use the computer-compatible tapes supplied by EROS [19]. 

A1 ignment of real images with te r ra in  models i s  possible even with low 

qual i ty  image data,  but te r ra in  classif icat ion using the aligned image and 

d ig i t a l  surface model requires high quality data. 
- 

We generated image output, as fo r  figures l a ,  lb ,  72, and 11 , on a drum 

filrn-wri t e r  (Optronics Photowri t e r  1500) and interpolated to  a1 1 eviate un- 

desirable ras te r  e f fec ts  due t o  the relat ively small number of picture ce l l s  

in each image. 



10. TRANSFORMATION PARAMETERS. 

-p'% 

Before we can match the synthetic and the real image, we must determine 

the nature of the transformation between them. If the real image t ru ly  i s  

an orthographic projection obtained by looking s t r a igh t  do~!n, i t  i s  possible 

to  describe th i s  transformation as a combination of a t ranslat ion,  a rotation 

and a scale change. If  we use x and y to  designate points in the synthetic 

image and x '  and y '  fo r  points in the real image, we may write:  

where AX and Ay are the s h i f t s  in x '  and y '  respectively, 8 i s  the angle of 

rotation and s i s  the sca le  factor.  Rotation and scaling take place re la t ive  

t o  the centers (xo,yo) and (xA,yi) of the two images i n  order to  be t te r  de- 

couple the e f fec ts  o f  rotation and scaling from translat ions.  That i s ,  the 

average s h i f t  in x '  and y '  induced by a change in rotation angle or  scale 

i s  zero. 

In our case, the available te r ra in  model r e s t r i c t s  in s i z e  the synthetic 

image. The area over which matching of the two will be performed i s  thus 

always fixed by the border of the synthetic image. The geometry o f  the 

coordinate transformation i s  i l l u s t r a t ed  i n  f igure 8. 



11. CHOICE OF SIMILARITY MEASURE. 

In order to  determine the best s e t  of transformation parameters ( A X ,  

~ y ,  s ,  e ) ,  one must be able to  measure how closely the images match for  a 

par t icular  choice of parameter values. Let S i j  be the intensi ty  of the syn- 

the t ic  image a t  the i th  picture cel l  across in the jth row from the bottom 

of the image, and define R i  s imilarly for  the real image. Because of the 

nature of the coordinate transformation, we cannot expect tha t  the point 

in the - real image corresponding t o  the point ( i  , j )  in the synthetic image 
- 

will f a l l  precisely on one of the picture ce l l s .  Consequently, Si  will 

have to  be compared with R(xi ,y ' ) ,  which i s  interpolated from the array of 

real image in tens i t ies .  Here (x i  , y l )  i s  obtained from ( i  , j )  by the trans- 

formation described in the previous section. 

One measure of difference between the two images may be obtained by 

surnini ng the absol ute values of differences over the whole array. A1 ternately , 

one might sum the squares of the differences: 

This measure will be minimal for  exact alignment of the images. Expanding 

the square, one decomposes t h i s  r e su l t  into three terms, the f i r s t  being the 
2 2 sum of S i j ,  the l a s t  the sum of R ( x 8 , y ' ) .  The f i r s t  i s  constant, since we 

always use the f u l l  synthetic image; the l a s t  varies slowly as d i f fe rent  

regions of the real image are  covered. The sum of S.  .R (x '  ,y' ) i s  interest ing 
1J 

since t h i s  term varies most rapidly with changes in the transformation. In 

f a c t ,  a very useful measure of the s imilar i ty  of the two images i s  the correla- 

t ion: 



This measure will be maximal when the images are properly aligned. I t  has 

the advantage of being relat ively insensit ive t o  constant mu1 tiplying factors .  

These may a r i se  in the real image due t o  changes in the adjustment of the  

optical or electronic systems. 

Note tha t  image intensi ty  i s  the product of a constant fac tor  which de- 

pends on the de ta i l s  of the imaging system (such as the lens opening and the 

focal length),  the intensi ty  of the illumination s t r iking the surface,  and 

the  reflectance of the surface. We assume a l l  but t h e ' l a s t  f ac to r  is constant 

and thus speak interchangeably of changes i n  surface reflectance and changes 

in image in tens i t ies .  



12. INTERPOLATION SCHEHE. 
n 

The real  image i n t ens i t y  a t  the  point ( x '  ,y '  ) has t o  be estimated from 

the  array of known image i n t ens i t i e s .  I f  we l e t  k = LxfJ,  and a = Lyl J 

be t h e  integer par t s  of X '  and y ' ,  then 9 ( x 1 , y ' )  can be estimated from 

R k g 9  R(k + 1 ) e s  Rk(e  + 1 )  a n d  R(k + l ) ( a  + 1 )  by 1  inear  interpol a t ion (see  

f i gu re  9 ) .  

The answer i s  independent of the  order of in te rpo la t ion  a n d ,  i n  f a c t ,  corres-  

ponds t o  the  r e s u l t  obtained by f i t t i n g  a  polynomial of the  form 

(a  + bx' + xy' + dx 'y '  ) t o  the values a t  the  four  indicated points.  Align- 

ment i s  not impaired, however, when nearest  neighbor in terpola t ion i s  used 

instead.  This may be a  r e s u l t  of the smoothing of the  real  image as previ- 

ously d x c r  i bed. 



13. C H O I C E  OF N0;IMALIZATION METHOD. 

kdh 
High output may re su l t  as the transformation i s  changed simply because 

the region of the real image used happens t o  have a high average gray-level. 

Spurious background slopes and fa l se  maxima may then resu l t  i f  the raw correla- 

tion i s  used. For t h i s  and other reasons, i t  i s  convenient to  normalize. 

One approach essent ial ly  amounts to  dividing each of the two images by i t s  

standard deviation; a1 ternately,  one can divide the raw correlation by 

An additional advantage i s  t ha t  a perfect match of the two images now corres- 

ponds t o  a normalized correlation of one. An a1 ternate method uses a normal iza- 

t i o n  factor  that  i s  s l igh t ly  eas ie r  t o  compute and which has certain advantages 

m i f  the standard deviations of the two images are  similar.  Instead of using 

t h e  geometric mean, Hans Moravec proposes the arithmetic mean [ Z O ] .  

The f i r s t  term need not be recomputed, since the f u l l  synthetic image i s  a l -  

ways used. Since we found-the alignment procedure insensit ive t o  the choice 

of normalization method, we used the second in  our i l l u s t r a t ions .  



14. LOCATING THE BEST MATCH,  

NOW tha t  we have shown how to  calculate a good s imilar i ty  measure, 

we must find a method to  find ef f ic ien t ly  the best possible transformation 

parameters. Exhaustive search i s  c lear ly out of the question. Fortunately, 

the s imi lar i ty  measure allows the use of standard h i l l  -cl imbing techniques. 

This i s  because i t  tends t o  vary smoothly with changes i n  parameters and often 

i s  monotonic ( a t  l e a s t  for  small ranges of the parameters). 

When images are  not seriously misaligned, profi les  of the s imi lar i ty  

- measure usually are unimodal with a well-defined peak when plotted against  

one of the four parameters of the transformation (see figure 10). I t  i s  

possible to  optimize each parameter i n  t u r n ,  using simple search techniques 

i n  one dimension. The process can then be i terated.  A few passes of t h i s  . ,  
process typical ly  produce convergence. (More sophisticated schemes could 

reduce the amount of computation, b u t  were n o t  explored). 
H- 

When the images are  i n i t i a l l y  not reasonably aligned, more care has to  - 
be taken to  avoid being trapped by local maxima. Solving th i s  problem using 

more extensive search leads t o  prohibitively lengthy computations. We need 

a way of reducing the cost of comparing images. 



15. USING REDUCE ItlAGES. 

..l"i. 

One way to  reduce the computation i s  t o  use only sub-images or "windows" 

extracted from the original images. This i s  useful fo r  f ine  matching, b u t  i s  

not sat isfactory here because of the lack of global context. 

Alternately, one m i g h t  use sampled images obtained by picking one image 

in tens i ty  t o  represent a small block of image in tens i t ies .  This i s  s a t i s -  

factory as long as the original images a re  smoothed and do not have any high 

.- resol u t ion fea tu res .  I f  t h i s  i s  not the case, a l ias ing due to  under-sampl ing 

will produce images of poor quality unsuitable f o r  comparisons. 

One solution t o  t h i s  dilemma i s  to  low-pass f i l t e r  the images before 

sampling. A simple approximation to  t h i s  process uses averages of small 

blocks of image in tens i t ies .  The eas ies t  method involves making one image 

in tens i ty  in the reduced image equal t o  the average of a 2 x 2 block of in- 

t ens i t i e s  i n  the original image. This technique can be applied repeatedly 

t o  produce ever smaller images and has been used in a number of other applica- 

t ions C20, 211. 

Th? ressul t; b f  tile applicaticn of t h i s  reduction p6-ocess to  real and 

synthetic images can be seen in f igure 11. F i r s t ,  the most highly reduced 

image i s  used to  get coarse alignment. In  t h i s  case extensive search in  the 

parameter space i s  permissible, since the number of picture c e l l s  i n  the images 

t o  be matched i s  very small. This coarse alignment i s  then refined using the 

next larger  reduced images (with four times as many picture c e l l s ) .  Finally,  

the f u l l  resolution images are  used d i rec t ly  t o  f ine  tune the a1 ignment. 

False local maxima a re ,  fortunately,  much rarer  with the highly reduced pic- 

tures ,  t h u s  fur ther  speeding the search process. I t  i s  as i f  the high resolu- 

P- t ion features are the ones leading to  f a l se  local maxima. 



We found i t  best ,  by the way, to  determine good values fo r  the t ransla-  

t ions f i r s t ,  then rotation and, f ina l ly ,  scale change. Naturally when 

searching for  a peak value as a function of one parameter, the best values 

f o u n d  so f a r  for  the other parameters are  used. 



16. RESULTS OF REGISTRATION EXPERIblENTS. 

We matched the real and synthetic images using the s imilar i ty  measure 

and search technique jus t  described. We t r ied  several combi nati ons of 

implementation de ta i l s ,  and in a1 1 cases achieved a1 ignment which corresponded 

t o  a high value of the normalized correlat ion,  very close t o  tha t  determined 

manually. For the images shown here, the normalized correlation coeff ic ient  

reaches .92' for  optimum a1 ignment, and the match i s  such tha t  no features  

a re  more than two picture c e l l s  from the expected place, w i t h  almost a l l  

closer than one. (The major errors  in position appear t o  be due t o  perspec- 

t i v e  dis tor t ion,  as described l a t e r ,  with which the process i s  not designed 

t o  cope). The accuracy with which t rans la t ion ,  rotation and scaling were 

determined can be estimated from the above statement; 

' Overall, the process appears quite successful , even w i t h  degraded data 

and over a wide range of choices of implementation de ta i l s .  Details of i n -  

terpol a t ion,  normalization, search technique, and even the ref1 ectance ]nap 

do not matter a great deal. 

Having s tated that. .-- qliqnment can be accurately achieved, we m y  now ssk 

how similar the real and synthetic images are .  There a re  a number of u n i n -  

formative numerical ways of answering th i s  question. Graphic i 11 us t r a t i  ons , 

such as images of the differences between the real and synthetic image, a re  

more eas i ly  understood. For example, we p l o t  real image intensi ty  versus 

synthetic image in tens i ty  in f igure 12. Although one might expect a s t r a igh t  

l i ne  of slope one, the scattergram shows c lus te rs  of points, some near the 

expected l ine ,  some n o t .  

The c lus te r  of points indicated by the arrow labelled A (f igure 12) 

corresponds chief ly t o  image points showing cloud or snow cover, with in tens i ty  



suf f ic ien t  t o  saturate  the image d ig i t i ze r .  Here the real image in tens i ty  ex- 

$""*. ceeds the synthetic image intensi ty .  Arrow 0 indicates the cluster  of points 

which corresponds t o  shadowed points. Those near the vertical  axis and to  

i t s  l e f t  come from self-shadowed surface elements, while those to  the r ight  

are regions lying inside shadows cast  by other portions of the surface. 

These cas t  shadows are  not simulated in the synthetic image a t  the moment. 

Here the synthetic image i s  brighter than the real image. Finally, the 

c lus te r  o f  points indicated by arrow C ar ises  from the valley f loor ,  which 

covers a  f a i r l y  large area and has essent ial ly  zero gradient. As a  r e su l t ,  

the synthetic image has constant in tens i ty  here, while the real image shows 

both darker features (such as the r iver )  and brighter ones (such as those 

due t o  the c i t i e s  and vegetation cover). Most of the ground cover i n  the 

valley appears t o  have higher "a1 bedo" than the bare rock which is  exposed 

i n  the higher regions, as suggested by the position of th i s  c lus te r  above 
i 

the l i n e  of slope one. 

I f  one were to  remove these three c lus te rs  of points, the remainder 

would form one elongated c lus te r  with major axis a t  abaut 45'. This shows 

tha t ,  while there may n o t  be an accurate point-by-point equality of in t ens i t i e s ,  

there i s  a  high correlation between in t ens i t i e s  i n  the real and synthetic 

images. 

Note, by the way, tha t  no quantization of intensi ty  i s  apparent in 

these scattergrams. This i s  a  r e su l t  of the smoothing applied t o  the synthetic 

image and the interpolation used on the real image. Without smoothing, the 

synthetic image has f a i r l y  coarse quantization levels  because of the coarse 

quantization of elevations as indicated e a r l i e r .  Without interpolat ion,  the 

real image, too, has f a i r l y  coarse quantization due t o  the image d ig i t iza t ion  

p" procedure. 



Finally, note that  we achieve our goal  of obtaining accurate alignment. 

Detailed matchinq of synthetic and real image intensi ty  i s  a new problem 

which can be approached now that  the problem of image regis t rat ion has 

been solved. 



17. REASONS FOR REMAINING INTENSITY MISMATCHES. 

We may need more accurate prediction of image in tens i t ies  for  some 

applications of aligned image intensi ty  and surface gradient information. 

Thus, i t  i s  useful t o  analyze the reasons for  the differences noted between 

the synthetic and the real image: 

S a t e l l i t e  Imaging. Geometric dis tor t ion in s a t e l l i t e  imagery 

may be small b u t  noticeable and traceable t o  several sources 

1 Sh i f t s  of several hundred meters can a r i se .  Perspective 

dis tor t ion for  the image used here amounted t o  about 200 meters 

on the highest peaks, f o r  example. 

Intensity dis tor t ions are  caused by the f a c t  t ha t  scan l ines  a re  

not a1 1 sensed by the same sensor [I]. Electronic noise and a t -  

mospheric attenuation, dispersion and scat ter ing are also important .. 
fo r  some of the spectral bands. 

Digitization. When film transparencies a re  d ig i t ized ,  the resolu- 

tion l imitations of t h e  optics and the nonlinear response of the 

film are  important. More large errors  a re  introduced i f  an electron- 

optic device i s  used. These typically introduce geometric dis tor-  

t ions,  nonlinearity and nonuniformity o f  response. Picture ce l l s  

may not be square and axes not perpendicular. 

Terrain Flodel. Inaccuracies due t o  manual entry and editing are  

comrnon in present day d ig i ta l  te r ra in  models. In addition, the 

contour maps used commonly as source information are already 

l i beral ly  "general i zed" and smoothed by the cartographer. Finally, 

the estimation of surface gradient i s  l ike ly  to  be crude, since the 



data in such maps i s  intended to  be accurate in elevation, not 
P 

in the par t ia l  derivatives of elevation. Coarse quantization 

of the gradient i s  one e f fec t  of t h i s  tha t  has already been 

mentioned. We hope that  te r ra in  models produced by automatic 

stereo comparators in the future will n o t  suffer  from a l l  of 

these shortcomings. 

Reflectance. The assumption of uniform reflectance and the 

mode11 ing of reflectance by means of the simple, rather -- ad hoc 

functions used here contribute e r rors  to  the synthetic image. 

More seriously,  cast  shadows are  not modelled. Illumination 

from the sky and mutual illumination between mountain slopes 

a r e  l e s s  important. Including even crude surface cover information 

improves the match between the synthetic and the real image. 
k". 

Water. In i t s  various forms, water can produce large mismatches 

since,  a t  l e a s t  for  the shorter  wavelengths, moisture in the 

atmosphere contributes t o  attenuation and scat ter ing of l i g h t .  

In 7iquid form, water produces bright,  obscuring areas i n  the 

form of clouds and dark regions such as r ivers  and 1 akes. Snow 

and ice provide highly ref1 ective areas which produce large 

mismatches. 

In view of a l l  these fac tors ,  i t  i s  surprising tha t  a match as good as tha t  

i n  f igure 12 i s  possible. 



18. F U R T H E R  IMPROVEMENT OF THE SYNTHETIC IMAGE. 
ac"i 

Using the original d ig i ta l  tapes [19] would eliminate the errors we 

believe are due to  the d ig i t iza t ion  process. Most of the geometric dis tor-  

t ion can be deal t w i t h  as  well [ I ] .  Further match improvement must come 

from bet ter  synthetic images. 

The most s ignif icant  s tep here would be the inclusion of surface cover 

information. Even a coarse categorization into materials of grossly d i f fe r ing  

"albedo" might be useful. Conversely, of course, one can exploit  the d i f f e r -  
- - - 

ence in in tens i t ies  between the real and the synthetic image to  estimate 

surface reflectance. Since alignment i s  possible without accurate ref lec-  

tance models, the r a t i o  of real t o  synthetic intensi ty  (a measure akin t o  

albedo) can be used in te r ra in  c lass i f ica t ion ,  par t icular ly i f  i t  i s  calculated 

f o r  each of the spectral  bands. 

Cast shadows are  f a i r l y  easy t o  deal w i t h ,  i f  we implement a hidden- 

surface algorithm to  determine which surface elements can be seen from the 

source. This computation can be done f a i r l y  quickly using a well known a l -  

qori t h m  1221. Sky i l  lunination in shadowed areas presents no  great stumbl i ~ g  

block i n  t h i s  regard. 

The quality of te r ra in  models i s  l ikely t o  increase most rapidly when 

ful ly  automatic scanning stereo comparators become avai lab1 e .  Until then, 

hand-editing of hand-traced information will have to  be used to  l imit  the 

errors  in the estimation of gradient. 

One notion tha t  shows great promise i s  tha t  of masks derived from both 

the te r ra in  model and the real image. The masks are  used t o  l imit  the correla- 

t i o n  operation to  those areas which are  not as l ike ly  t o  lead t o  mismatches. 

&- Areas of very high in tens i ty  in the image, for  example, may suggest cloud or 



snow cover, and ought n o t  to  be used in the matching operation. Similarly, 
P- 

i t  may be tha t  areas of certain elevations and surface gradients are be t te r  

than others fo r  matching. The correlation can be improved considerably i f  

we use only those regions above the elevations a t  which dense vegetation 

exis t s  and below the elevation a t  which snow may have accumulated. A 

s l igh t ly  more sophisticated method would note t h a t  snow tends to  remain 

1 onger on north-faci ng sl opes. 



19. THE INFLUENCE OF SUN ELEVATION. 

Aerial or s a t e l l i t e  photographs obtained when the sun i s  low in the 

sky show the surface topography most clearly.  In t h i s  case, the surface 

gradient i s  the major factor in determining surface reflectance. Ridges 

and valleys stand out in stark r e l i e f ,  and one gets an immediate impression 

of the shape of portions of the surface. Conversely, variations in surface 

cover tend to  be most important when the sun i s  high in the sky. Photographs 

obtained under such conditions are  d i f f i c u l t  t o  align with a topographic 
- 

map -- a t  l eas t  for a beginner. 

What i s  the sun elevation f o r  which these two ef fec ts  a re  about equally 

important? Finding th i s  value will  allow us t o  separate the imaging s i tuat ions 

into -two classes: those which are  more suited f o r  determining topography 

and those which are  more conducive t o  terrain cl assif  i cation success. We 

will use a simple mode1 of surface reflectance. Suppose tha t  the surface 

has materials varying i n  "albedo" between p l  and p Next, suppose tha t  2 ' 
the surface slopes are a l l  l ess  than or  equal to  tan(e) .  The incident 

angles will vary between e - (90° - 0) and e + (90" - + )  , where $ i s  the 

elevation of the sun. If we use the same simple reflectance function em- 

ployed before, we find that  fo r  the two influences on reflectance t o  be jus t  

equal : 

Expanding the cosine and rearranging thi s equation 1 eads t o :  

p1 + tan ( e )  
P1 - P 2  



When, f o r  example, the surface materials have reflectances covering 

a range of two t o  one and the sun elevation i s  35", then regions with sur- 

face slopes above approximately 0.23 (e  1 13") will have image in tens i t ies  

affected more by surface gradient than by surface cover. Conversely, f l a t t e r  

surfaces will r e su l t  in images more affected by variations in surface cover 

than by the area ' s topography . 
One possible conclusion i s  tha t  alignment of images with te r ra in  models 

i s  feasible  without detailed knowledge of the surface materials i f  the sun 

elevation i s  small and the surface slopes a re  high. Since LANDSAT images 

a re  taken a t  about 9:30 local so lar  time [ I ] ,  the f i r s t  condition i s  s a t i s -  

f ied  and alignment of these images i s  possible even in only l igh t ly  undulating 

t e r r a i  n.  

, Conversely, i f  one i s  attempting te r ra in  c lass i f ica t ion  in anything 

P but f l a t  regions, high sun elevations are  needed. Curiously, LANDSAT does 

not provide such imagery despite the f a c t  t ha t  one o f  i t s  main applications 

is  i n  land use c lass i f ica t ion .  



20. SUMMARY AND CONCLUSIONS. 

We have seen tha t  real images can be aligned with surface models using 

synthetic images as an intermediary. This process works well despite many 

factors  which contribute to  differences between the real and synthetic 

images. The computations, while lengthy, a re  straightforward, and reduced 

used t o  speed u p  the search f o r  the best s e t  of transformation images have been 

parameters. 

Several app 

presented. More 

[23] f o r  example 

l ica t ions  of aligned images and surface information have been 

can be found; fo r  problems in a  different  domain, see reference 

. Aside from change detection, passive navigation, photo- 

interpretat ion,  and inspection of industrial  par t s ,  perhaps the most important 

appl ication I i e s  in the area of te r ra in  c l a s s i f i ~ a t i ~ o n .  

* So f a r ,  no account has been taken of the e f f ec t  of varying surface gradient,  

sun position, and ref 1  ec t i  ve properties of ground cover. Recently, some 

in t e res t  has arisen i n  an understanding of how surface layers r e f l ec t  l i g h t  

[24, 25, 261 and how t h i s  understanding might aid the interpretat ion of sa t e l -  

1i  t e  inagery [27, 28, 291. 

I t  i s  imperative tha t  interpretat ion of image information be guided by 

an understanding of the imaging process. This, in turn,  can be achieved i f  

one understands how l i g h t  i s  reflected from various surfaces-and how t h i s  

might be affected by such factors as 1 ight source position, moisture content 

and point in the g rowth  cycle of vegetation. 
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F I G U R E  CAPTIONS. 
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Figure 12a. 

Figure 12b. 

Early morning ( 9 : 5 2  G.M.T.) synthetic image. 

Early afternoon (13:48 G.M.T. ) synthetic image. 

Definition of azimuth and elevation of the sun. 

The geometry of l i g h t  ref lect ion from a surface element i s  
governed by the incident angle, i ,  the emittance angle, e ,  
and the phase angle, g. 

Reflectance map used in the synthesis of figure l a .  The curves 
shown are contours of constant m, (p,q) f o r  p = 1.  

~ e f l e c t a n c e  map used in the synthesis of figure 1b. 

Alternate reflectance map, which could have been used i n  place 
of the one shown in figure 4a. The curves shown are  contours 
of constant m2(p,q) fo r  p = 1. 

Scattergram of surface gradients found in the d ig i ta l  te r ra in  
model. 

Synthetic image used i n  the alignment experiments. 

Enlargement of the transparency containing the real image used 
in  the alignment experiments. 

Coordinate transformation from synthetic image to  real image. . 

Simple interpolation scheme applied t o  the real image array. 

Variation of s imi lar i ty  measure with t ranslat ion in x direction. 

Variation of s imi lar i ty  measure with t ranslat ion in y direction. 

Variation of simi Sari ty  measure with rotat ion.  

Variation of s imi lar i ty  measure with scale changes. 

Successive reduction by factors  of two applied to  b o t h  the syn- 
the t i c  ( l e f t )  and the real ( r igh t )  image. 

Scattergram of real image in t ens i t i e s  versus synthetic image 
in tens i t ies  based on m l  (p ,q) .  

Scattergram of real image in t ens i t i e s  versus synthetic image 
in tens i t ies  based on m2(p,q) .  



IfiAGEZ.2 at photouriter resolution 3. 
Data linearly interpolated. JULY 14, 1977. 

@-% FIGURE la 



I l lAGE2.4, second exposure. Resolution 3, 
data interpolated. Date 15 JULY 1977. 
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IflAGE2.2 at photouriter resolution 3. 
Data linearly interpolated. JULY 14,  1977. 
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